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An Inequality for Self-Adjoint Operators on a Hilbert Space

by Herbert J. Bernsteinf

ABSTRACT

An elementary inequality of use in testing convergence of
eigenvector calculations is proven. If e, is a unit eigenvector
corresponding to eigenvalue A of self-adjoint operator A on a
Hilbert space H, then
l(g, &) |2 = lgl2§Ag}? - (8;A8)2

Ia - el
for all g in H for which Ag # Ag. Equality holds only when the
component of g orthogonal to e, is also an eigenvector of A.

When computing eigenvectors of real symmetric matrices by iterative
techniques, convergence is usually assumed on the basis ‘of stagnation of
Rayleigh quotients. (e.g. see [2] ). In most cases this is satisfactory.
However, when dealing with pathologically close eigenvalues, significant
components orthogonal to the desired vector may remain [3, p 174]. In such
cases one may try to estimate the size of those orthogonal components to
decide if, say, Richardson’s purification is needed. In this paper we present
an estimator which has been of value in such calculations. The proof is
elementary and the author suspects that it is not new, but is able to find no
prior publication nor use within standard eigenvector programs.

-Before proving the inequality, we state a lemma which can be derived
directly from the equations used in proving Cauchy’s or Schwartz’s
inequality. [1, p. 16]. We include an abstract proof here for completeness.

Lemma. Let H be a Hilbert space. Let A be a self-adjoint operator on H.
Let x be a vector in H. Let 7 be real, then
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P12 0Ax 12— (A% = |x 124 - *Dx |2 - (x,(A — *I)x)?
Proof. “
ﬂx ||2I(A = alx |2 = (x,(A — TI)x)?
= Jx |2 (lAx )2 - 27(x, Ax) + 2 | x |?)

— ((x,Ax)® = 27(x, Ax) |x |2 + 2 |x |9
lx 1% JAx |2 — 27(x, Ax) fx |2 + || = ||

- (x,Ax)? + 27(x, Ax) |x |2 = 2 |x }*
lx 1% JAx |2 = (x, Ax)?

Q.E.D.
Now we can prove the desired inequality.

Theorem 1. Let H be a Hilbert space. Let A be a self-adjoint operator on H.
Let ¢, be a unit eigenvector of A with corresponding eigenvalue . Let f be
orthogonal to A, then for any g = ae, + f with a real, either Ag = Ag, or

2 l2 1Az )2 — (2,A2)*
1A - ADg |2
Proof. By the lemma, we may replace A in the numerator by A — Al,

allowing us to assume A\ = 0 without loss of generality. However, in that
case

a’s

Ag = Af
(s, Ag) = (f, Af)
and |
1Az | =147
so that

1212142 12 — (g, Ag)?
Ag |2

= e+ IF1) 1AF)2 - (¢, AP
larl® |

= 2+ HfHZ“Af"Z (f’A.f)z
larl?



by the Schwartz inequality. Q.E.D.

Notice that the inequality is strict unless the Schwartz inequality on
(f, Af) is an equality, i.e. when f is an eigenvector of A. It then follows
immediately that
Corollary. If e, is a unit eigenvector corresponding to eigenvalue A of self-
adjoint operator A on a Hilbert space H then

2JAg 12 — (g, Ag)
I(g,e)lzs gl 2
) Ia - g
for all g in H for which Ag # Ag. Equality will hold if and only if the
component of g orthogonal to e, is also an eigenvector of A.

We now show that the bound given is actually the best of the bounds
that could be obtained by taking quotients of a class of shifted inner
products.

Theorem 2. Under the hypotheses of theorem.1, let T be real, then either
Ag = \gor
lgl2Ag )%~ (2, 42)* _ (A - Dg]?
I —ngl? (\ — 1)

Proof. Since % = %, for b,d > 0 if and only if bc — ad = 0, we define

B = A — A and , using the lemma, compute

la— g2l -mgl?- = (lgl*l4g]® - (s, 42))

1B2 121+ (. — 9Dg |2 — x — 7*(lg 12 IBg §2 - (2, Bg))
= IBgl*+200 -7 IBgf2+ (A - 1* g l?Bg]?
— (=12 ]gl2IBg |2+ (A — 7)%g, Bg)?

=(|Bg >+ (A —7)(g,Bg)*=0

with equality only when (g, (A — M)g) # 0 and

_ LA~ ADg |2
TEMY G, B - ADg)




Q.E.D.
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